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Abstract. Due to the variety of types of flowers that exist and having and tracking each variety, making plant lovers 
and cultivators difficult to distinguish in determining the type of flower, it takes a very long time to find out the 
type of flower if you only rely on the five senses. With the application of the K-Nearest Neighbor algorithm and 
feature extraction of color and texture, it is very helpful in image processing to identify flowers more easily and 
shorten the time, with the greatest accuracy of 71% using the K-7 value, the flower was successfully carried out. 
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1. INTRODUCTION 

Flowers consist of leaves and twigs that are around them and have undergone many 

changes. These changes are due to the results of a number of enzymes that are stimulated by a 

number of certain phytohormones [1]. The formation of a flower is very tightly controlled 

genetically and many types are induced by certain environmental changes, such as low 

temperatures, lack of sunlight, and available water. Flowers are almost always equilateral, 

which is often used as a characteristic of a taxon. There are two forms of flowers based on the 

symmetry of their shape: actinomorph and zygomorph. The actinomorphic form is very easy to 

find [2]. With the beauty of the flower, it causes plant lovers and cultivators are increasing in 

number and flower production continues to grow and develop [3]. 

Therefore, computer technology is developing rapidly as a tool to obtain information that 

can be used to identify types of flowers [4]. Computers can process data quickly, precisely and 

accurately with a high level of accuracy, so that they can be a tool to obtain the information 

needed according to human needs in various fields [5]. The development of image processing 

technology today provides the possibility for humans to create a system that can recognize 

something in a digital image [6]. Image processing is also a type of technology to solve 

problems regarding image processing [7]. In image processing, images are processed in such a 

way that the image can be used for further applications [8]. Therefore, the demand for 

information regarding types of flowers encourages the creation of a system to identify based on 

digital image processing. As in previous research that combines digital image processing with 

artificial intelligence to produce introduction absence face in school The Shafiyyatul 
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Amaliyahusing the K-NN method classification, the next study is an experiment and analysis 

of the results of testing the fish classification method using ORB and K-NN, in the next study 

is the detection of bacteria in the covid pandemic based on HSV color, there is also a study that 

discusses the detection of batik with texture extraction, the last study is using the KNN 

algorithm as a classification of chronic kidney disease, based on previous studies, researchers 

got the idea to identify flowers because there are so many plant lovers and plant cultivation 

problems 

The existing problem based on the soaring production of ornamental plants in 2019 has 

resulted in the number of plant lovers continuing to grow and to minimize the problem of 

ignorance of the types of flowers that exist, it is necessary to create a system that helps to 

identify flower types. 

Figure 1.Ornamental Plant Production 2019 (Source: Ministry of Agriculture) 
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2. RESEARCH METHODOLOGY  

This research methodology is based on the stages of digital image processing. 

 

Figure 2.Research Flow 

 

1. Data collection: The goal at this stage is to determine the data needed and select a digital 

image processing method [9]. The steps taken in this generally start from preparing the 

object to be imaged, to the imaging process [10]. In this process, image retrieval is carried 

out at https://www.kaggle.com/with the title Flower Color Image image data will be used 

as a sample for identification based on color and texture of flower types. The image data 

only uses 10 types of flowers [11]. 

2. Pre Processing: The pre-processing process is used to obtain images that will be 

continued and utilized for the designed system. This process consists of cropping, 

resizing, segmentation and removing noise from the image. Each flower type image has 

100 data whose size is averaged to 500 x 500 with .png format. Then segmentation is 

carried out to change the RGB (Red, Green, Blue) flower type image into a grayscale 

image first with otsu thresholding [10]. Then continued with morphological operations as 

a noise remover. 

a. Cropping : Croppingis the process of cutting an image at a certain point in the image 

area. The engineering process used to determine exactly which part of the image 

contains the object area to be processed. In addition, this process can also change the 

size (resize) of the image to be more small, to speed up the calculation process. 

b. Segmentation: Image segmentation is a separator between objects and other objects, 
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in an image or between objects and the background in an image [12]. In the 

segmentation process, each object in the image can be taken individually so that it can 

be used as input for other processes [13]. There are two types of segmentation, namely 

full segmentation and partial segmentation. 

c. Otsu Thresholding: Otsu thresholding is one of the simple segmentation methods in 

segmentation techniques, so that the process obtained is easier in the process of 

dividing homogeneous areas based on similarities in recognizing objects. Before 

observing the results of image segmentation, it must first go through the image input 

process, so that it is easy to enter the next process. The next step is to add brightness 

to the image to improve image quality [14] 

d. Thresholding: Thresholding is a very simple method of other image segmentation. 

With grayscale image input, thresholding can be used to form a binary image. A binary 

image is a digital image in which each pixel has only two values, namely black and 

white based on the numbers 0 and 1. 

e. Morphology: Morphology is used as the first and last step of the image analysis 

process. The method used in this research morphology is erosion operation. Erosion is 

the process of comparing each pixel in the input image with the value of the structural 

element so that the center of the structural element can match the pixel position in the 

processed image. 

[15] Morphological operations are also useful for removing noise[16]. 

3. Extraction Features: 

a. HSV Color: HSV is used as a feature extraction with color selection based on Hue, 

Saturation, and Value values. Hue is a pure color attribute. Saturation is the intensity 

of white light that affects the level of color dominance. Value is the difference in object 

brightness. The process of obtaining the value of each color to be displayed through a 

calculation process by converting RGB color space to HSV color space [17]. 

b. GLCM Texture: GLCM is a technique to obtain 2nd order statistical values by 

calculating the probability of proximity between two pixels at a certain distance (d) 

and angle (θ). The working process in the GLCM method is to form co-occurrence in 

image data, then determine the functional characteristics of the matrix between pixels 

[18]. 

4. K-Nearest Neighbor: KNN (K-Nearest Neighbor) is an object classification method based 

on the closest distance to an object or feature, the data most commonly used in learning 

data [19]. The training data is projected into a multi-dimensional space, where each 
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dimension has features in the data. The space is divided into several parts according to 

the classification of the training data. A point in the space 

This is marked as category c, category c is the most common category among the k nearest 

neighbors of the points. The proximity or distance of neighbors is usually calculated based on 

the Euclidean distance with the following formula: 

 

Information: 

Dij : Euclidean distance between i and j. 

i : data on the ith x for the calculation stage. 

j : data on the jth y for the calculation stage. 

 

3. RESULTS AND DISCUSSION 

The results of this study are how to identify flower type images by applying HSV color 

feature extraction and GLCM texture K-Nearest Neighbor (K-NN) algorithm to identify flower 

type images into ten classes, and obtain the accuracy of the evaluation results in identifying 

flower type images for each type of flower as many as 10 images, with a dataset of 100. 

1. Data Collection: At this stage, the type of flower will be imaged by visiting the website 

https://www.kaggle.com/with the title Flower Color Image then download the entire 

public data. 

 

Figure 3.Kaggle Web Page Here are the results of image data that has been taken from 

the Kaggle web 
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(a) (b) (c) 

 

(g) 

Figure 4.(a) Rose flower (b) Calendula flower (c) Iris flower (d) Bellflower flower (e) Viola 

flower (f) Lilium flower (g) Water Lily flower 

2. Pre Processing: Pre Processingused to simplify the process of identifying images. This 

stage consists of cropping, compressing image size, image segmentation and removing 

noise from the image. Cropping and compressing image size are done using third-party 

applications with an image size of 500 x 500 pixels and a ratio of 1:1.  

 

Figure 5.Original Image 

(d) (e) (f) 
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The obtained image is then converted into a grayscale image to carry out the 

segmentation process. 

 

Figure 6.Grayscale Image 

Then image segmentation using MATLAB software with Otsu thresholding to facilitate 

the image processing process to the next stage with images that have been converted from RGB 

images to grayscale images, then morphological segmentation is carried out to remove noise. 

 

Figure 7.Binary Image 

3. Feature Extraction: In this study, the feature extraction used is color feature extraction 

because the factor that affects the difference in flower types is color. The colors included 

for feature extraction are hue, saturation, and value as well as GLCM texture feature 

extraction which includes contrast, correlation, homogeneity and energy. Feature 

extraction has various variations, the more feature extractions that are relevant to the 

image are used, the better the accuracy results. The following is an HSV feature extraction 

image while for GLCM features using a grayscale image. 

 

Figure 8.HSV Image 
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4. K-Nearest Neighbor: The stage of identifying flower type image data using the K-Nearest 

Neighbor (KNN) algorithm. The data from the previously standardized feature extraction 

stage has been obtained, then it will be divided into two in the identification process, 

namely training data and testing data. In dividing the data, the percentage split technique 

is applied where there are three data division scenarios. The following are details of the 

three scenarios of the percentage split technique and the results of class division on flower 

type images: 

Table 1.Percentage Split 
No Split Data Training Data Testing Data 
1 70% and 30% 70 21 
2 60% and 40% 60 28 

Table 2.Types of Flowers 
      No  ClassFlower   Type Flower 

1 FlowerA Rose Flower 
2 FlowerB Calendula Flower 
3 FlowerC Iris 
4 BungaD Bellflower 
5 FlowerE Viola Flower 
6 FlowerF Lilium Flower 
7 FlowerG Water Lily Flower 

 

Steps in implementing the data sharing scenario that has been set, the identification 

process is carried out using the K-Nearest Neighbor algorithm with the k values used being 3, 

5 and 7. The following are the results of the identification test. 

 

Figure 9.Visualization of KNN training and testing data results 
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Figure 10.Test Results With K Value and Split Data 

 

The first test is data division using 70% training data and 30% test data. From one hundred 

images with 10 images per type of flower divided into two data, namely 70 for training data 

and 21 test data, the results of identification accuracy were obtained with K-3 = 62%, K-5 = 

57% and K-7 = 71%. While in the second test is data division using 60% training data and 40% 

test data. From one hundred images with 10 images per type of flower divided into two data, 

namely 70 for training data and 28 test data, the results of identification accuracy were obtained 

with K-3 = 57%, K-5 = 64% and K-7 = 53%. 

Testing with K value and data division is done to determine the effect of a certain ratio or 

percentage of the amount of training data and testing data on the accuracy level of the KNN 

method [20]. After the test is successfully carried out, the best accuracy and the best K value 

are used for identification on a GUI in MATLAB. The following tests are carried out with the 

GUI. 

In the GUI there are buttons with their respective functions, the first button is Image Input 

which functions to enter an image to be tested, can be seen in the following image. 

Test results with K value and split data 
80% 
 
70% 
 
60% 
 
50% 
 
40% 
 
30% 
 
20% 
 
10% 
 

0% 
K-3 K-5 

Split data 6040 

K-7 

Split data 7030 
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Figure 11.Image Input 

After the image is successfully input, the image will appear on axes 1 or as the original 

image and on the right side there is the name of the file that has been input. Next there is a 

segmentation button that functions to segment the image with morphology to help eliminate 

noise, as seen in the following figure. 

 

Figure 12.Image Segmentation 

 

After carrying out the preprocessing stage, a feature extraction search will be carried out 

on the image, as can be seen in the following image. 
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Figure 13.Feature Extraction 

 

Because it uses GLCM texture features and HSV color features, there are grayscale image 

results for HSV texture and color features, in the table on the left side there are feature extraction 

values from an image. After getting the extraction value results on the image, an identification 

will be carried out on the image. Can be seen in the following figure. 

 

 

Figure 14.Identification Results 

 

Identification results have been obtained and testing with GUI was successful was done 

for the image of the type of Rose flower identified as flower A can be seen 

Table 2. Based on the test graph above, there are two scenarios of division between 

training data and testing data where the division details have been explained in Table 1. In each 
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of these scenarios, each experiment was carried out with various K, namely K-3, K-5 and K-7. 

From the results shown in Figure 10, it can be seen that the ratio of 70:30 and K-7 is a fairly 

good result compared to other tests. And testing with GUI succeeded in identifying the image 

of the type of flower according to its class 

 

Table 3.Test Results with K ValueNo 
Split Data  K Value  Accuracy 

1 K-3 62% 
2 7030 K-5 57% 
3 K-7 71% 
4  K-3 57% 

5 60 40 K-5 64% 
6  K-7 53% 

 

4. CONCLUSION 

The conclusion obtained in the study of Identification of Flower Type Images using HSV 

Color and GLCM Texture is that digital image identification of flower types using the feature 

extraction method for color and texture was successfully carried out with data divisions of 70:30 

and 60:40 and testing on K-3, K-5, K-7 values. Getting the best accuracy in data division 70:30 

using a K-7 value of 71%, the results obtained were considered lacking because the data 

obtained was very limited to use. 

 

5. SUGGESTION 

It is hoped that further research can increase the number of input images of flower types 

to obtain better accuracy as well as the application of algorithms and other feature extractions 

that support the identification of flower types. 
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